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Abstract- A variety of current and future wired and wireless
networking technologies can be transformed into seamless
communication environments through application of context-
based vertical handovers. Such seamless communication
environments are needed for future pervasive/ubiquitous
systems. Pervasive systems ar e context awar e and need to adapt
to context changes, including network disconnections and
changes in network Quality of Service. Vertical handover is one
of many possible adaptation methods. It allows users to roam
freely between heterogeneous networks while maintaining the
continuity of their applications. This paper proposes a vertical
handover mechanism suitable for multimedia applications in
pervasive systems. The paper focuses on the handover decision
making process which uses context information regarding user
devices, user location, network environment and requested QoS.

|. INTRODUCTION

The current trend towards achieving pervadbigilitous
computing environments requires integration of aetya of
current and future wired and wireless networkieghhologies to
support seamless computing and communication emi&ats
for user applications. One of the requirements edindess
computing is communication network and device iedeence
which allows users to (i) move freely between lugeneous
networks and (ii) change computing devices, if ssagy, while
maintaining application continuity. Such seamlessmuting and
communication environments need to be aware ofctimext
(situation) of the computing application and dyreaihy adapt to
changes in this context. The issue is particuldifficult for
multimedia streaming (e.g. video streaming) whias muite
stringent requirements with regard to network Qualf Service
(QoS) like bandwidth, delay, jitter and loss rateln an
environment in which the context of computation ncagnge,
(e.g. due to disconnections or mobility of usdms)rietwork QoS
provided to communication streams may change ang moa
longer meet the application requirements. This sieled be
compensated for by adapting the application, or
communication streams, or the networking envirorimen by
using a combination of these different types optatmns.

One adaptation method which can support seamlggss

communication infrastructures is vertical handovehandover

handover operation has to be designed to minimixg viplation
during the handover. Moreover, handover operatiane to take
into account various QoS provision schemes useqmhiticular
networking technologies.

In addition to wired networking technologies, therdst a
number of wireless communication technologies whiamn
support multimedia streaming. However, they alfediin QoS
provided to such applications. GPRS (General PaBlegtio
Service), which is a 2.5G network, provides usetls moderate
data transmission rates suitable for most Inteapplications but
does not support video transmission well. The upogn3G
UMTS (Universal Mobile Telecommunication Systemjwoek
is an enhancement to the GPRS network and prouvis with
multimedia streaming capabilities (e.g. video omaled, video
conferencing, etc.). Future 4G networks integritihe different
networking technologies under the IP protocol ariti provide
high bandwidth capabilities. Other wireless netivayk
technologies like WLAN and Bluetooth also needdalpart of a
seamless communication infrastructure, as theyearsed either
as a wireless extension of wired networks or peeetr
networks. The Bluetooth technology allows devieefotm ad-
hoc networks over a short range, allowing accessetuices
without the aid of a central infrastructure [12,]. 18ertical
handover operations have a potential to change ttisparate
technologies into a seamless communication envieohrthat
dynamically selects the appropriate networking rieldgy to
meet application QoS requirements when the cortéxthe
application changes.

There already exist solutions for vertical handsaer indicated
in the Related Work section. However, these salstire based
only on recognition of disconnections (signal sitej) and this
can take a reasonably long time to discover. Maeosertical
handovers are applicable to a wider set of contbenges,
including () users moving out of network coverage
%ﬂqisconnection), or (i) network QoS change to evel

acceptable for applications, or (i) users clindevices while
continuing their applications (support for usereipendence from
devices), or (iv) users entering preferred netwdgkgpport for
r preference for communication networks).

In this paper we describe a context-aware vettiaatiover for

between heterogeneous networks. Many curent ca@mputyiimedia applications. The solution is basedhenassumption

devices from PCs to PDAs and (future) mobile phoaes
equipped with more than one networking interfacg. (Ethernet,

that pervasive systems have to be context awamrder to
support mobile users, devices and applications rumdsying

WLANS, Bluetooth, GPRS, UMTS). The role of verticalcomputing environment conditions, i.e. these systenanage

handover is to dynamically redirect communicatitteasns of a
given application to a different networking intedaln the case of
multimedia streaming vertical handovers are quitegiex due to
the stringent QoS requirements of these applicatiol have to
depend on a rich set of context information. Tretesy first needs
to recognize that a handover is needed, then legloate which
of the available networks will provide the requif@dS. If none of
the networks fully meets the application QoS resmnts some
additional adaptation may be required. Finally,wsle vertical

context information and evaluate context changessdkect
appropriate adaptation methods. Vertical hand@sené of such
adaptation methods.

This paper focuses on the handover decision makiocess.
This process has to evaluate context informatienyser devices
and their capabilities, user personal context inétion,
application QoS requirements and user perceptibilif
application QoS, user location, network coverage: maetwork
QoS) to decide whether handover is necessary, itdhwabtwork,



and whether any additional adaptations should Ipéedp The
provided solution tries to predict disconnectiossdal on user
location and network coverage in order to minines violation
during handover, and at the same time, can reddonnections
if it happens. The handover decision making proatsesreacts to
QoS changes, device changes, and takes user peeterimto
account when mobile users enter the coverage ohatworks.

As it is difficult for users to describe communioat QoS
required by their applications using typical netatarms (delay,
jitter, packet loss) [17], our approach uses tlee perceived QoS
and provides a mapping from the user perceived tQo8twork
QoS indices. The indices are used to make the kiandecision.
This allows users to specify QoS requirements faltimedia
applications in an understandable, user friendiyfo

The paper also briefly describes the QoS mappirtgyelea
networks which is required for handovers and a =r@sm
employed to minimise QoS violations during handsyieowever
the detailed description of these two issues cdouva in [4].

The structure of the paper is as follows. Sectlodekcribes
related work on vertical handovers and provides rief b
description of QoS issues in GPRS and UMTS netw@&#stion
[l describes a context model used in our solutBection 1V
provides an overview of the whole vertical handarehitecture.
Section V describes the handover mechanism, fatlooye two
examples of vertical handovers in Section VI. ®ectVI
describes both our prototype for vertical handowafrsvideo
streams and experimental results which demonstratdecision
making process in relation to user mobility andyivey network
QosS. Finally, Section VIII concludes the paper.

Il. RELATED WORK

The related work presented in this section addgetwo issues:
the existing research on vertical handovers and €port in

data traffic, but is not able to support real timgtimedia traffic
nor can it be used in the event of network QoS atfzgion.
Furthermore, the FSA architecture requires theueatiah of
signal strength before a vertical handover operatian be
performed and the latency involved in discoveriisgahnections,
finding new access points and performing handovitlead to
packet losses while changing between network atesf

Stemm and Katz developed a vertical handover scHeme
wireless networks that provides coverage over aeraof
geographical areas [2]. The goal of the systemadidw a mobile
user to roam among multiple wireless networksrimeaner that is
completely transparent to applications and thatruplis
connectivity as little as possible. The wireleserlay networks
used in the architecture include an infrared roctwork, a
WavelLAN network (in buildings), and a Ricochet Widesa
Network. Initial tests revealed that the time neefler vertical
handovers is dominated by the time to discovettigatnobile has
moved infout of coverage and therefore needs tmgehdhe
network. This time tremendously affects applicatitimat require
low handover latency. Enhancements were later toané@imize
this handover latency by either broadcasting beaebrhigher
frequency or performing packet doublecasting. Tiogept relied
heavily on the mobile device making handover dexssbased on
packet loss thresholds and therefore the handoweris quite
long. This approach does not provide QoS suppoddplications
during vertical handover. Similarly to the FSA édetture, this
approach only supports vertical handovers duesiodnections
and does not support network changes due to Qu&dagign.

B. QoS support for GPRS/UMTSs

GPRS and UMTS vary in their approach to provisidn o
communication QoS and these differences can haguecinon the
handover process to these networks. The GPRS tetsv@m

GPRS and UMTS. The QoS support has an impact on QeSension to the GSM mobile telecommunication ngtwo

mapping between networks when communication streams
redirected during handovers.

A. Vertical Handover

Helal et. al [1], at the University of Florida, ddeped the Full
Stack Adaptation (FSA) concept to allow both hartab and
vertical handovers between Ethernet, wireless LYWNAN), and
wireless WAN. In order to allow seamless netwotkrithange,
Mobile IP was integrated into the FSA architectirbe FSA
architecture employed Mobile IP in WLAN through tBabnet
Architecture (SA). The subnet architecture irésaf Mobile IP
handoff immediately following completion of the MAE@vel
handoff during migration between networks. Theitacture also
allows the application to participate fully in thendover process
by providing recommendations in the event of Qo8nges.
Information about the effects of vertical handawer delivered to
the Application Adaptation layer in order to penforany
necessary adaptation. The vertical LAN/WAN handager in
the FSA architecture monitors network charactegstavailable
power, and application requirements in order tdoper vertical
handoffs between network interfaces.

The FSA architecture is limited to packet transimisghat
requires TCP/IP. The disadvantage of employing MdBiin the
architecture is the added latency involved in gridar routing.
whereby all packets sent to the mobile device ieigent to the
mobile’s home network and forwarded to the mobilsrent
location [8]. The FSA architecture can support usebility and

designed to provide packet data transmission [EB]JGPRS
networks, a specific QoS profile, which is parthef PDP context
profile, is allocated to every subscriber uponcétteent to the
network [14, 15]. The PDP context, created by tRKRS network
for each session [13], includes PDP address (liresgldor the
mobile host — the GGSN uses this to enable packetrission
between the PDN and the mobile device), PDP typelf4),
the requested QoS, and the address of the GGSbétlas as the
access point to the PDN (converting IP packetsT® @ackets
with the mobile’s IMSI number) [14].

The user QoS profile in GPRS includes service peatee
class (high, normal, low), reliability class (3dds), delay class (4
levels), and peak and mean throughput class (8K2K8b/s). The
service precedence is the priority of service Iatimn to other
services. The reliability indicates the transmissibaracteristics
required by an application. The delay parametefmeddghe
maximum values of the mean delay associated with elass.
The GPRS network does not adapt communicatiomstréaoS
changes. Therefore, support is not provided totestegams to
suit the network conditions or device profile.

The UMTS approach to QoS is different. A significehange
made by the UMTS network is the addition of OSA €®p
System Architecture). The purpose of OSA is tovathird party
service providers to access information in the UMEBnoOrK..
OSA consists of the Service Capability Servers jS@8ich
include the Mobile execution environment (MEXE)vser the
Customized Application for Mobile Network Enhanckdgic
(CAMEL) server, the Call Control Services serveronté



Location Register server, and the SIM applicatmwlkit server
[9]. The UMTS network provides QoS support to suser
subscribed profile, network QoS, as well as desag@bility. The
MEXE concept is developed to ensure that the cbmiethe
communication stream matches the device capatuilityis within
the limits of the network capability and user peofiThis is
achieved through the MEXE Service Environment (MEBE].

is also provided with regard to the encoding stehdzed for
multimedia streams (eg. Encoding scheme: Mpeg-legvlh
Encoding method: VBR, CBR). This context inforimats used
when QoS mapping is performed during vertical haedo The
Personal Setting context allows users to specify their device and
network interface priorities. The priority showse tlorder of
devices and the preferred network interfaces fcin davice. This

The MSE are nodes that provide MEXE services to BMTinformation is used to redirect communication stre¢o the most

devices, and one of these services provides QoSimgafor
content and capability for each request made byes UThe
content negotiation ability allows adaptationsaftent in order to
suit the device, and bi-directional capability regimn supports
the transfer of capabilities between the MSE aadiBXE device
[11]. To accommodate the varying types of hardvard its
capabilities, a classification system known as MiexE class
mark is setup to classify the devices into categdfiat best suit
the capability of the terminal. The MEXE classmadkfine the
category of content types for devices: classmarkVAP
environment, classmark 2: Personal Java Environrolassmark
3: J2ME (Java 2 Micro Edition) CLDC (Connected ltedi
Device Configuration), classmark 4: CLI compactiemment
[20].

preferred device or network interface if severatioms are
available.

Associated with each device is context informatitrout
network interfaces in order to determine which different
networks a particular device can access. Certaiitele may
have multiple network interfaces allowing accesa t@riety
of networks, e.g. laptops which may have accesshiernet,
WLAN, Bluetooth, or GPRS networks.

The network context information includes potentietwork
QoS and theoverage of the network. There are many ways in
which network coverage can be modeled. For sintpligie
model network coverage as a two dimensional gebigap
grid map. The map provides information about the
geographic coverage of each network. The diffenetivorks

Unlike the GPRS system, where QoS is requestetdy taccessible by users currently located in a pagrcgtid are

user or a default profile is assigned, UMTS defiggsS
profiles for corresponding applications. The UMTSwwk
organizes application QoS requirements into fowasses:
Conversational class, Streaming class, Interaatiaes, and
Background class.

Seamless computing requires a rich set of contéodnation.
In this paper we limit the description of contegt ¢ontext
information which is needed to support vertical dwarers. We
divide this information into static and dynamicaliyhanging
information. The entire context model is showfim 1.

CONTEXT MODEL

A. Static Profile

The gtatic prdfile holds information that does not change ver

often and includes description of devices, networksad
applications and their QoS requirements.

also depicted. The grid map also describes thsiticanzone of
each network.

In addition, the static profile describes tiger perceived QoS
requirements for multimedia applications, to allow users to
express their perception of QoS for each ATCR. Tiser
perceived QoS includes the video classificatiodetdB] (e.g.
Temporality - slow, fast; detailing - high, lowype of video
content, and the tolerable level of QoS (e.g. divédeo quality,
disturbances, and bandwidth fluctuations permitted)

The model also includddser Cdlular Network Profiles for
GPRS and UMTS networks, which contain informatiéreach
user’'s subscribed profile such as the PDP contexttiomed in
Section Il. To allow for a systematic GPRS QoS tadam, the
context description sets the QoS profile attribidegach ATCR
class. The purpose of setting the QoS profile ipravide the

$uality the user has requested based on billinthefservice.

herefore for each ATCR class, the user definesstipgired QoS
class, e.g. video (Playback Streaming — ATCR-2)viee

Thedevice profile includes characteristics of various useprecedence — high, packet loss —°,18elay — 0.1ms, mean

devices. Each device has associated dewapability
information, devicesoftware, userpersonal setting for the
device, and deviceetwork interfaces.

throughput — 64Kb/s (only base layer of scalalbev flvideo).
Information about the UMTS application classedss a part of
the User Cellular Network Profiles.

Device capability includes CPU, memory, screen size,

operating system, device communication type (eigless or
wireline), and content capability (e.g. text, imggsound, and
video capability). Devicaoftware context information describes
software applications for each device. The softvequglications
are grouped based on their communication QoS emaints
(Application Traffic Class Requirements - ATCR) anthe
following classes: Conventional Internet Servidess; Playback
Streaming class, and Conversational Streaming . clake
Conventional Internet Services class includes egijns for
web-browsing, ftp, e-mails, etc. Playback Streantlags is for
stored multimedia applications (eg. radio, audiojhe
Conversational Streaming class represents real#timgmedia
applications such as live radio, video transmissivitieo
conferencing, etc. Each class contains four até#bwlelay, jitter,
data rate, and packet loss. For video and audéansing in
Conversational and Playback Streaming class, danfexmation

B. Dynamic Profile

Thedynamic profile provides current information about users
and networks such as current Useation, currentQoS networ k
parameters (bandwidth, loss rate, delay, and jitter). Useation
is based on the grid map coordinates. The dynarofdepalso
includesI mpending Network Prcfile (INP) which indicates to
which network handover is most likely. This infotioa changes
dynamically when user location or network QoS gean

V.

The proposed handover redirects communication nstrea
between different network interfaces on one dewicéetween
network interfaces on different devices for a vgregf network
technologies, including telecommunication networks.

ARCHITECTURE



User ID

Personal Settings

Capabilities | - Device priority
-Memory Devices - Network priority
-CPU
-Screen Size
(1280 x 1024)
- Interfaces Software Static User Profile
- Content capability -Browser

- Image, Video capability| (ATCR -1)
- Wireless/Wireline -MPEG player
- Operating System (ATCR-2, 3)

-ATCR1
-ATCR 2
-ATCR 3

User perceptibility Input

ATCR 2 video classification
- Low Temporal

- High detail

- Low detail
- High Temporal

- High detail

- Low detail

\ 4 A 4

User Cellular Network
Profile

Network | nterfaces for device

Ethernet

- Network Coverage (grid map)
- locations of Network Proxy
- IP address
For GSM/UMTS
- location and address of GGSN

GSM/UMTS

PDP Context
- PDP address, type
- ATCR QoS profile
- Traffic Precedence Clasp
- Delay Class
- Reliability Class
- Peak throughput Class
- Mean throughput Class
(UMTS only)
-QoS Class
- Conversational,

v

Streaming, Playback,

Backarour

- User ID
- User location: (X, y)
- Current Device

coverage distance andsitén zone
- Current Software in use
- If device has GSM/UMTS access
- Cellular Network Profile

Real Time QoS parameters for corresponding
network

- Current bandwidth

- Current loss rate

- Current packet delay

- Current delay variation (jitter)

- Network Interfaces (Current Network)
- dunt — user distance with respect to network n

- dC — network coverage distanQC+T —network

- Current position with respect to Network

Dynamic User
Profile

INP
- Second Network in priority
- dwe(o (network n)
- location of MSBA
Real Time QoS parameters
- Current bandwidth
- Current loss rate
- Current packet delay
- Current delay variation
(jitter)

Fig. 1. Context Model used in vertical handovers



The handover mechanism operates above the trariapertto
allow migrations between networks with differerdtprol stacks.

Vertical Handover Initiation Nt
Decision Process x \

7 \
Adaptability Context v
1 1 Manager K'—" Repository \‘
1

QoS Mapping Process

Adaptability Manager

Adaptation
Manager

Fig. 2. Vertical handover architecture

The architecture supporting vertical handoversuates the
Context Repository which gathers, manages andatealgontext
information, the Adaptability Manager which makescidions
about adaptations to context changes (includingsidas about
handovers between networks), and Proxies whicheaponsible
for executing handovers (Fig. 2). Each networkitsasvn proxy.

the mobile host. When a vertical handover is trigdi¢he stream
is also sent from the Network 1 proxy to the Netw@proxy. As
the mobile migrates to Network 2 the packets ardgiragously
streamed to the mobile host through the new prbxying this
operation, the stream is redirected from the Cporegent Host to
Network 2. As soon as the redirected packets aritkie
doublecasting operation is terminated. The purpokethis
operation is to minimise QoS violation during \aatihandovers,
i.e. eliminate packet losses and minimise delayjitied It is also
supported by the dynamic buffering mechanism wiiaffers
packets during the handover. The detailed desmmiphf this
mechanism and its justification is presented in [4]

V. HANDOVER MECHANISM
A. Vertical Handover Decision Process

This process decides when to invoke a vertical dnaed
operation. The decision process evaluates (i)losation changes
(as users may leave or enter a particular netvmrirage) and (ii)
QoS of the current and alternative networks. Tladuation of user
location changes is carried out based on the gaid ofi network
coverage and considers location of users as wellease and
network priorities. The vertical handover processlle based and
the rules are (informally) described further irs thction. The rules
decide whether handover is necessary and to whkigtork. The
latter is decided by the QoS based network setegiipcess
invoked when the QoS of a particular network i\wgberceived
acceptance quality, or a user enters the transittoe of a new
network, or when determining the INP network. It ha satisfy
multiple objectives including satisfying user’s idevpreferences,
achieving the highest level of bandwidth for agi@s while
minimising packet loss, delay, jitter, and avoidibgndwidth
fluctuations which may affect the applications. Heeision rules

Multiple heterogeneous networks within a domaing.(e. and the network selection process are describea bel

departmental, enterprise, etc.) are clusteredheggtto a Domain

Network Cluster (DNC). Each DNC is supported by the Dedsonrules _
Adaptability Manager and the Context Repository.e Th Rule 1 (application initialisation or device change): For

Adaptability Manager can subscribe to the Conteahager for
notifications about particular context changes. Raaptability
Manager presented in this paper makes decisions hhodovers
and selects adaptations for the communication nstredoen
necessary. The functionality of the Adaptabilityridger can be
divided, in the case of vertical handovers, intoo twain
processes:Vertical Handover Decision Process and QoS

application intialisation, invoke the Locality besestwork selection
process to determine the current device, currénwbnieand its INP
network. In the event of device change, perform \beical
handover to new device (its INP network) then imvtile Locality
based Network selection process to determine thidiie.

Rule 2 (moving out of networks): If the user approaches the
transition zone of the current network (moving authe network

Mapping Process. The Components of the Adaptability Managegoverage), perform vertical handover to the INRvodt Apply
which provide the functionality described in thexingection are Locality based Network selection process to detentie new

shown in Fig. 2.
The proxies residing in each network are used direet

INP.
Rule 3 (entering new networks): If the user enters a transition
zone of a new network applyocality basedNetwork selection

communication streams between networks during ceerti processto determine the network which best matches the
handovers. The proxies receive notification of estd handover anpjication QoS requirements.  If the network séotegher than

operations from the Adaptability Manager. Since arghitecture
provides vertical handovers to GPRS/UMTS netwaksoxy is

also placed at the interface of the GPRS gatewdy (&s shown
in Fig. 2). The proxies provide QoS support dutimg handover
through two operations: doublecasting the streanmingiu
handovers and dynamic packet buffering. The doabiig

operation sends the stream to the mobile hostlaodathe new
proxy the mobile host is migrating to. This openatis shown in
Fig. 2. Initially the mobile host is connected tethork 1. A

packet stream
Correspondent Host and streamed through the Netivorbxy to

is transmitted through the proxy loé t

the current network, perform vertical handover &andoke
Locality basedNetwork selection procegsdetermine new INP.
Rule 4 (network QoS changes): If network QoS changes,
determine if QoS for the current network (expressethe AHP
score, see belgwdrops below the score of the INP network. If yes
perform vertical handover to the INP network. InedikelLocality
based\etwork selection procets determine the new INP.

L ocality based network sdection process
Select a set of networks which the user can clyreise
(overlapping coverage), and from this set selectulset of



networks for which there are user devices withie tiser information provided in Fig.3, where a score o0& hssigned for
proximity. On this subset of networks, perform tQeS based user device preference, and 5 for video qualite thtio is
network selection processalgorithm to determine the INP 1/5=0.2. Calculating the linear score, £4(1-0.2) x 10 = 8 (a

network. score of 8 shows a large separation gap this weerchosen
between objective 1 and 2). Similarly, R\Wvhich expresses
QoS based network sdlection process relative ratio of video quality (objective 2) andvecall
Selecting a network which meets user QoS requiresne disturbances (objective 3), is calculated based score of 5 for
requires satisfying the following four objectives: video quality and 3 for overall disturbances, givihe ratio of
3/5=0.6. The linear score, R}¥(1-0.6)x10=4 shows a fairly small
Objective 1: Maximizing user device preferences. gap between the two objectives. Matrix A is themmaized
Objective 2: Maximizing application bandwidth. (equation 2), where the average valuag ¢f each row for
Objective 3: Minimizing jitter, delay, and loss. objectivei is calculated (equation 3)

Objective4: Minimizing bandwidth fluctuations.
w = a|1+a\2+a|3+a\A (3)
‘ 4

Since a number of objectives must be satisfied Attaytic
Hierarchy Process (AHR3] method is employed. The AHP is ato give the weights for each objectivier,(W,,,ws,Wj).
decision support tool which uses multi-level hiehaal structure ~ Step 2-Calculate the network scoring with respect to each
of objectives and criteria. The AHP method was ehatue to its objective through the network pairwise comparisomtrix
ability to vary its weighting between each objextiVhis fits well  (equation 4).

with our requirements that the decision making @secapplies Network ~ Network
user perceived QoS. The result of the proceséfésait for each Networa[ 1 RV]} @ [1 6} (5)
individual specification of user perceived applmaiQoS. Network | Ry B !
The AHP calculation is a three step process: The purpose of this step is to determine the irapog of each

Sep 1-Calculate the objective weights from the objectivebjective towards each corresponding network, enkkep 1
pairwise comparison matrix (equation 1) basedusar QoS which concentrated on the importance of each dgetdwards
perceptibility and thepersonal settingcontext (through relative the user. For each objective, a different scoriechriique is

values (RV)). applied to assist in efficient network scoring. Bbjective 3, a
o, b, ob. ob. QoS space is employed to determine in which regf QoS
[ 1 RV. RV RV, & & & Gy parameters (jitter, delay, and loss) lie.
. 1
obj,[—— 1 RV, RV, 8y A, y B,
P o Pem=| 7% @
obj RV RV, 1 RV, 8 G B3 Ay e
obi. ﬁ ﬁ ﬁ 1 A &, 3 Sy
Preferred
Region
Static Profile Acoeptable Network 1
*Device Preference and Ranking eoen
1. PC(Ethernet) - Input Bit Rate — 1MB/s Network 2
I Laptop (Ethernet, WLAN)-Input Bit Rate —1MB}/!
Il PC (Home) -Input Bit Rate — 1MB/s
V. GPRS/WAP Phone-Input Bit Rate — 150Kb/s
*User Perceptibility Input

A.  Current Application : ATCR 2: Slow moving, not fine . . o o
documentary Fig. 4. QoS space scoring criteria for objective 1
2. User devices preference - 1
B. Video Quality — 5

C. Fluctuation of video quality — 1 Re lat ) _ Autocorrel ation ey 1 5
D. Overall Disturbance — 3 elatve  Tal0 swauan rue = 4 ocorel alon w5 ®
. . . . Network Bandwidth ..
Dynamic Profile Relative  ratio yewon sandwan = ek L (7)

- Network Bandwidth g »
Current device — Laptop
Current Network — Ethernet; INP Network LN

As shown in Fig. 4, the effective QoS space is ragpa into

] ] two regions, the preferred region and the acceptalgion. The
Fig. 3.Context scenario optimum QoS is the origin vertex of the graph. @ibeeptable and

) ) S the preferred regions are defined by the boundeitslifor each

The RV value determines the relative weight invdlireeach parameter. The relative score is only apparenitif®oS network
criterion, where an elemer®; indicates how much more parameters are in different regions (as showngn4ji Since all
important objectivei is than objectivej [5]. This process scores are linearly scaled between 1-9, a scek® i allocated to
systematically applies weights on each objectiVative to the the less preferabie network. Objective 4 (equai)amd objective
importance of other objectives. The AHP scoringiireg the RV 2 (equation 7) rely on the relative ratio differenahere the ratio
values to be linearly scaled between 1-9 [5]. bangle, RV, is again linearly scaled between 1-9 to obtain $oere.
expresses the relative ratio of user device praferéobjective 1) Autocorrelation of the bandwidth samples is usetktermine the

and video quality (objective 2). Based on the gtansontext degree of fluctuation for objective 4.




For device preferences (objective 1), the relateere is
calculated from the differences in priority andeddetween 1-9.
For example, to calculate the score value for a wé® has
devices as described in Fig. 3 including PC ddiderity 1) and
Phone (priority 4), the difference in priority=2 darscaling
between 1-9 gives a score of 6 (again a fairlyelaygp between
the network preferences), which results in a pagwmatrix
shown in equation 5. This calculation is perforrmfed all
objectives to determine the score for each netwgirkilarly to
step 1, after normalizing equation 5, the averadjgevof each row
is calculated to obtain a score for each network thef
corresponding objective§;, S,,.....$ (objective j, network i). In
this case Networl; = 0.84 and Netwogk;,;;=0.16.

Step 3-Determine the sum of products of weights and nétwo

score for each network obtained from step 1 aneb@afion 8),
and _select the network with the highest sum

=X Siw))

Overall

(8)

SCOIe  \emork

For the AHP calculationStep 1 which is based on user

perception QoS, is performed only once, whe&gss 2 and3,
which evaluates the current network QoS, are peddrevery
time theQoS based network selection prodesgpplied.

B. The QoS mapping process

When a decision is made that a handover shoulctiermed,
the QoS mapping process is required to selecthiiwieges to the

communication stream to suit both the new netwgrkin

environment and the new device capability (thedainly in the
event of the device change). Our QoS Mapping psoeesluates
the availability of network resources (bandwidthiida if
necessary, it selects an appropriate stream camverd filtration
level to suit bandwidth availability in the new wetk. Using
context information about the device input frante eand network
bandwidth, the QoS mapping process determinesebeeel of
filtering required on the communication stream. Tiliers are
applied at the proxies residing in each of the agtsy The QoS
mapping is extended if the user moves on to a GRR&rk, to
incorporate the QoS profile context chosen by te.iHowever,
in the event the user moves to the UMTS network, @oS
mapping is performed between the device and camegmt host
through the MSE, as mentioned in Section II.

VI.

Two examples of vertical handovers are presentdich

EXAMPLE HANDOVER

are vertical handovers between WLAN and Ethernet a
WLAN and UMTS. For both examples vertical handower i
interfaces of the stream

performed between network
receiving device.

A. WLAN to Ethernet handover
The scenario of the Ethernet-WLAN handover is titated in

Fig. 5 and the vertical handover protocol is shawhig. 6. The
procedure for this vertical handover is as follows:

PROXY1, which forwards the packets to the
device.

2. After notification from the Context Manager about
context changes, the Adaptabilty Manager
determines that vertical handover is required, and
sends a notification to PROXY1. PROXY1 triggers
doublecasting to PROXY2 and the mobile device.
The Adaptability Manager also asks the PROXY-
CH to form a new stream from the Correspodent
Host to PROXY?2.

3. Once the new stream arrives, and the duplicate
packets have been eliminated at the PROXY2, the
next packets are streamed to the device.

4. Adaptability Manager terminates the transmission
between PROXY-CH and PROXY1.

Fig. 5. Scenario for WLAN-Ethernet handover

Context PROXY-CH PROXY1 PROXY2

Manager

Adaptability
Manager

Device

—

N
\

=
§

Fig. 6. WLAN-Ethernet vertical handover protocol
B. WLAN to UMTS handover

Fig.7 lllustrates vertical handover between WLANM &MTS.
The protocol for the handover is illustrated in.&ig he handover
mechanism uses the MEXE QoS support of the UMTBadde
QoS mapping between the device and packet streéngdhe
vertical handover process. This is accomplishegreyemptively
triggering the UMTS device to negotiate with the BM%fore the

1. Initially packets are transmitted through PROXY-yertical handover takes place in order to minirtiisedelay during
CH located at the Correspondent Host (CH) to



the change. This delay is mainly due to the MExGotiation VII. PROTOTYPE AND EXPERIMENTS

procedures as mentioned in Section I1.

/ LT T > Context "’ Adaptability

A prototype has been built which demonstrates oaérti
handover for a streaming JPEG RTP video applicatsimg the
Java Media Framework (JMF). The proxies situateceach
network were built from the JMF components. One thef
prototype scenarios is shown in Fig. 3 (static@ymhmic context
information) and Fig. 9 (grid map). The static eshtprofile
shows user devices and their ranking. Only path@fdynamic
context profile is presented. This profile showes¢hrrent device,
the current network and the INP network.

'E Repository ¢ H Manager

............ Y iy »
éoveUMTS 7 v L/-\N"&t r dgc \ \
Fig. 7. Scenario for WLAN-UMTS handover / r 'Vﬂ_fxé@ Lgttggo \
m — — — l L ~ EtAh; rnet } ,
i | [ L%ﬁ o | [ | [ \ \ . )Z'Oj - /
..... IR ES i& - Ethernet AC /
BRI T B PR ST /'
—f—e 7 = -
R T ;.
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Fig. 8. WLAN-UMTS vertical handover protocol

The procedure for this vertical handover is afod:

1.

Fig.9. Grid map for prototype scenario

For this particular application, the objective virtdg were
calculated from the user perceived QoS (step 1 ddd€ulation)
which resulted in the following values:y=0.445, w;;=0.05,

If a vertical handover is needed, the Adaptabilit)gﬁazo\}\,léigﬁg %Aerg'?sdégc?gdgt%égtit\?: S1e zbji?m(\;v ell)?/ht&
Manager triggers the UMST device to performppjective 3 and lastly, objective 2.

content and capability negotiation with the MSE. Location changes are illustrated in Fig.9, andréiselts of the
The application service provider is asked by thaetwork QoS monitoring are presented in Fig. 10,121 and 13
MSE to determine the stream content modificationgandwidth, delay, jitter, and loss respectivelptifications

and filtering required before transmitting to thebout users entering/leaving an area of networlerage and
device. about QoS changes are delivered to the Contexisiteqyaby the

location/QoS monitoring agents. The Adaptability neger
The Adaptability Manager notifies PROXY1 thatg\égtjta\tlg‘:’titcgﬁeagggcggs (based on Rules 1-4) andécision
the handover is necessary and this notification The grid map illustrates the transition zones (gueg) for the
triggers doublecasting from PROXY1 to PROXY2W|AN and Ethernet networks for the PC and Laptopthis
and the mobile device. Concurrently, thescenario, the user uses the laptop which is cosmhet Ethernet
Adaptability Manager triggers PROXY-CH to format position (7,9). Based on this position and tikeeotly used
a new stream to PROXY2. device, the INP network was set to WLAN (Rule 19cérding to
Fig. 14, the average bandwidth availability on Etle network
ot s 494.3 Kbjstherefore the level of filtering for the streamswa
Qﬁds?ﬁ; ;:vggg inseggrtrl]?;ggg rcl);:sgsxt\)(eztv;/;ir;m?sl\:l et to 0.1 (level of filtering was between 0.1-fa® bandwidth
A etween 413Kb/s to 1.3Mb/s to provide a JPEG RE&rs at an
stream to the MSE. This performs any necessalferage of 413 Kb/s as shown in Fig. 14). Before L3, the
filtering and content transformation before the)angwidih fluctuations (where the highest objectiveight is
stream is transmitted through the UMTS network t@pplied — objective 4) on the Laptop-Ethernet vightly higher
the device. than for the WLAN network. At the same time, morgtbjitter,
delay, and loss showed a relatively linear declifiee calculated
The Adaptability Manager terminates thescore for the user current network and the INP ot\éequation

transmission between PROXY-CH and PROXY1. 8) for each notification to the Adaptability Manage shown in
Table 1.



At approximately time 12, the overall disturbarjiteet, delay,

loss) for the current network dropped below theepiable level. Time Current Network]  INP NetworK
Therefore, a notification was sent from the Conidanager to 12 0413 0.586

the Adaptability Manager which triggered the AHHcektion. 13 0.811 0' 187
The current network score (score — 0.413) was btievgcore of - :
the INP network (score — 0.586), prompting the Aalaifity 22 0.53 0.375
Manager to request vertical handover from EthetmatVLAN

(Rule 4). The proxy of the Ethernet network stadedblecasting Table 1. Current and INP network AHP scores offizatiion

to the WLAN proxy. Concurrently a new stream wesated times

from the correspondent host to the WLAN proxy. fitme for the

vertical handover operation was determined bytieuat of time Monitored Netw ork Bandw idth

it took for the packets of the new stream to arat/¢he mobile T T r EErEEEIEEIEEIEETE]

device. The time for the stream to reach the malgiéce when
redirected from the Ethernet proxy to the WLAN praxnounted
to 20ms The new stream from the correspondent host drete
the mobile device after an additiorBdms A QoS mapping
operation was performed to determine the new stigiarate.

According to Fig.10, the average bit rate on theANLnetwork

was 965Kb/s. The Adaptability Manager thereforerages the
filtering level to 0.6 resulting in a higher quglétream of 777.67 Eihe

Kb/s, which can be seen in Fig. 14 where the aeesatyal rate W met-PC
increased.

Immediately following vertical handover, a new IKBtwork L s s 7 e n B B 7 1 21 o
was calculated based on thecality based network selection Time (s)
processand is set to Ethernet. However, at time 13 teemsved
away from the Ethernet access point and the INFonkeichanged ) ) i
to GPRS. This change of INP was evident from thfaletime 13, Fig. 10. Monitored bandwidth of networks
where a large variation gap is shown between théAM/and
GPRS networks. This gap was due mainly to QoS desistics
of the GPRS network which showed the average delss;, and

—&— Ethernet|
-Laptop

@
o
S

WLAN -
Laptop

@
o
S

.

0000000900000 000000000

GPRS

Bandwidth (Kb/s)
L

N
=3
S

M onitored Network Delay

jitter were relatively high compared to WLAN angalhad a * e Etheret

lower bandwidth availability from the GPRS network. 27 A -Laptop
The user changed location at time 16 andech@ong the

path shown in the grid map. At location (5,7) afication arrived 0 —=— WLAN -

informing the user she entered the transition zoh& new ézz Laptop

network. At this location, the user entered a netwark zone | &,

with a new device, which for this test was a POneoted to the | 8 e

Ethernet network. The Adaptability Manager perfatrttee AHP ®

calculation (Rule 3) to determine if the new netwoould offer 17 Rim Ethernet-

better resources with respect to the user's pe@edosS. This is PC

shown in table 1, at time 22, where the currenvoit is set to s e 1011121314 1516117 18 10 2021 22 23

PC-Ethernet (score — 0.53) and the INP networktisosLaptop- Time (s)

WLAN (score — 0.375) with the network score favgrihe PC Fig. 11. Monitored packet

Ethernet. Fig. 10 shows the bandwidth of the Ettenetwork

was reasonably close to the WLAN bandwidth, theeetbe Monitored NetworkJtter

communication stream did not require any furthepgation. The % —+—Etherret
vertical handover time from the Laptop-WLAN to tiC- 30 “Laptop
Ethernet was negligent, due to the fact that dochtting was —~ e WiAN.
performed for the two devices during the verticahdover. Ezg Laptop
During the doublecasting the user received tharsirey on both | T2
devices. This ceased when the Adaptability Manseyeminated | & —&—GPRS
the stream to the Laptop-WLAN following the sucéess | = >
transition between the networks. 2 Eihe

rnet-PC

VIII. CONCLUSION 2
1 3 5 7 9 11 13 15 17 19 21 23

In this paper we have presented a context-awatiealdrandover Time (s)
designed for future pervasive environments. Thepqzed
handover can integrate a variety of wired and es®l
technologies (2.5G, 3G, 4G, WLAN, Bluetooth) inteemmless

Fig. 12 Monitored packet jitter



Monitored Network losses
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Fig. 13. Monitored packet losses
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Fig. 14. Packet arrival rate

communication environment. It uses a wide rangeookext
information about networks, users, user devices asdr
applications, and provides adaptations to a va@étgontext
changes which are applicable to static or mobilersus
disconnections and predicted disconnections, nktwQbS
changes, device changes, and user preferencesregdind to
networks and computing devices when entering néwanles. It

is assumed in this solution that the applicatio @ospecified as

user perceived QoS, as ordinary users are nott@l@epress
communication QoS requirements in terms of netivatices.

A prototype handover architecture has been dewetldpe
JPEG RTP video transmission. Experimental resultshe
evaluation of context changes and the selecti@nefw network
have been presented. The proposed vertical hand@eranism
is currently being integrated with our infrastruetfor pervasive
computing [6, 7].
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