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Abstract- Pervasive systems need to be context aware andset of context changes. The following context charghould be

need to adapt to context changes, including network
disconnections and changes in network Quality of ®dce (Qo0S).
Vertical handover (handover between heterogeneousetworks)
is one of possible adaptation methods. It allows ass to roam
freely between heterogeneous networks while maintaing
continuity of their applications. This paper proposs a vertical
handover approach suitable for multimedia applicatons in
pervasive systems. It describes the adaptability dsion making
process which uses vertical handovers to support ers mobility
and provision of QoS suitable for users’ applicatios. The
process evaluates context information regarding usedevices,
user location, network environment, and user perceed QoS of
applications.

|. INTRODUCTION

The future generation mobile computing will proviggers with
a pervasive computing environment which offers $essn
computing infrastructure and can intelligently suppser tasks.
The environment will use advances in high speechuamication
infrastructures (WLAN, GPRS, Bluetooth, UMTS, ets)d in
sophisticated sensors and actuators. One of théraespnts of
seamless computing is network and device indepeadehich
allows users to move freely between heterogenestusorks and
to change devices, if necessary, while maintairipglication
continuity. The issue which needs to be addresseduch
pervasive environments is how to support multimsttieaming
in an environment in which the context of compatatmay
change, e.g. disconnections may occur or QualitySelvice
(QoS) provided by the network may change. The enmient
needs to be context aware and dynamically adamombext
changes. In the case of multimedia streaming ttersymay need
to provide vertical handovers between heterogenaetugorks as
a response to context changes and also to adapt
communication stream to suit the new networkingrenment
while providing QoS acceptable for users.

So far, research on vertical handovers has onlgectrated on
dealing with disconnections when users move ow nétwork
coverage. The Daedalus project [2], developedteaehandover
mechanism for wireless overlay networks, where suseere
permitted to move in and out of a wireless netwaitk minimal
disruption to the application. The solution relied mobile
devices making handover decisions based on pades
thresholds however this approach is not suitablerdal-time
applications like audio and video. The Full StacHaptation
(FSA) [1] developed at the University of Floriddoals vertical
handovers between Ethernet,
architecture employed Mobile IP which leads tantiglar routing
[8], where all packets must be transmitted to thiaédn network
first before they are forwarded to the mobile’srent network.
This will increase latency to packets which mayehfixed delay
requirements. In both approaches the vertical hamds limited
to disconnections resulting from user mobility. Hwer, for
pervasive systems, vertical handovers can be ddpliea wider

taken into consideration in such systems: (i)susapving in or

out of network coverage, or (i) network QoS cremdhich is

unacceptable for applications, or (i) users cir@mgdevices while
continuing their applications (support for usereipendence from
devices), or (iv) users entering preferred netwdgkgpport for

user preference for communication networks).

In this paper we describe a solution for vertiahdovers for
multimedia applications in pervasive systems whaddresses
issues described in (i) — (iv). The solution is dobon the
assumption that pervasive systems have to be tamteare in
order to support mobile users, devices and appliatunder
varying computing environment conditions, i.e. éhesystems
manage context information and evaluate contexhge®a to
select appropriate adaptation methods. Verticaldwaer is one of
such adaptation methods.

This paper concentrates on the handover decisidkingha
process which satisfies the four objectives meaticaibove. This
process has to evaluate context information (ser devices and
their capabilities, user personal context inforomatiapplication
QoS requirements and user perceptibility of apjiinaQosS, user
location, network coverage and network QoS) tod#eeihether
handover is necessary and whether additional ditepteeeds to
be applied. As it is difficult for users to deseribommunication
QoS required by their applications using typicalvoek terms
(delay, jitter, packet loss) [3], the decision makiprocess
evaluates the user perceived QoS and provides pinmgafoom
the user perceived QoS to network indices. Thedsdare used to
make the handover decision. This allows users ¢gifgptheir
QoS requirements for multimedia applications in
understandable, user friendly form. The paper disefly
describes the QoS mapping between networks whigkgisred

handovers and a mechanism employed to minirQie8&
violations during handovers, however the detailescdption of
these two issues can be found in [4].

The structure of the paper is as follows. Sectidestribes the
proposed vertical handover approach with the engpluss the
handover decision process. Section 3 describbhoprototype
for vertical handovers of video streams and expsrial results
which demonstrate the decision making procesdatiae to user
mobility and varying network QoS. Finally sectiorcdncludes

lthe paper.

1. VERTICAL HANDOVER
The proposed handover redirects communication nstrea

WLAN and WWAN. Th&etween different network interfaces on one dewicketween

network interfaces on different devices for a \grief network
technologies, including telecommunication
(GPRS/UMTS). One of the main goals of the propesédtion is
to minimise QoS violation for communication streafveing
handed over to other networks. The handover mesthamperates
above the transport layer to allow changes betwetworks with
different protocol stacks.
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As shown in Fig.1, the architecture supporting icairt
handovers includes the Context Repository whiclnegstand
manages context information, the Adaptability Mamaghich
makes decisions about adaptations to context chgimguding
decisions about handovers between networks), andeBwhich
are responsible for executing handovers. Each netves its own
proxy. A Domain Network Cluster (DNC) architectuseused,
where multiple heterogeneous networks within a donfeg.
departmental, enterprise, etc.) are clusteredhegeAs shown in
Fig.1, each DNC is supported by the Adaptabilitynitger and
the Context Repository. Components of the Adajittablanager
which provide the functionality described in thiappr are also
shown in Fig.1.

1 EH
QoS Mapping Process 1 i
1
Adaptability Manager

Fig. 1. Architecture supporting vertical handovers

A. Context Repository

The Context Repository provides a means to gathenage
and evaluate context information. The AdaptabNiignager can
subscribe to the Context Manager for notificatiainsut particular
context changes. In this paper we limit the desioripf context
changes to this subset of context information wischeeded to
support vertical handovers. The context informaticeed for
vertical handovers is divided into static and dyiegorofiles. The

dimensionalgrid map The grid map also describes the transition
zone of each network.

In addition, the static profile also includes teer perceived
QoS requirementfor multimedia applications, to allow users to
express their perception of QoS for each ATCR. Tiser
perceived QoS includes the video classificationletafeg.
temporality-slow, fast; detailing — high, low), &/pof video
content, and the tolerable level of QoS (eg. olveiddo quality,
disturbances, and bandwidth fluctuations permitfEiagpersonal
settingin the static profile allows user to define preferes for
devices and networks. Since our architecture is tblprovide
vertical handover to GPRS/UMTS networks, the cdntex
information also needs to include thiser Cellular Network
Profiles(PDP context and QoS profile for each subscriber).

Thedynamic profile holds the current information about users
and networks such as the current useation the currenQoS
network parameterébandwidth, loss rate, delay, and jitter). The
dynamic profile also holds information of threpending Network
Profile (INP) of the network to which the handover is most Jikel
This information changes dynamically when the Usestion or
network QoS changes.

B. Adaptability Manager

The goal of the Adaptability Manager is taker decisions
about handovers and to select adaptations foratimencinication
stream, if necessary. Decisions are based onatiealwf context
changes. The functionality of the Adaptability Mgeacan be
divided, in the case of vertical handovers, intoo tmain
processes:Vertical Handover Decison Process and QoS
Mapping Process.

1DVertical Handover Decison Process This process decides
when to invoke a vertical handover operation. Téwstbn process
evaluates (i) user location changes (as users easg lor enter a
particular network coverage) and (i) QoS of theremt and
alternative networks. The evaluation of user looatthanges is
carried out based on the grid map of network cgeerand
considers location of users as well as device atwdork priorities.
The vertical handover process is rule based andules are
(informally) described further in this section. eTiQoS based
network selection process is carried out to satisfyltiple
objectives. The process is invoked when QoS of récydar
network is below perceived acceptance quality, usex enters the
transition zone of a new network, or when detemgirthe INP
network. These objectives include satisfying trex’sipreferability

static profile holds information that does not change very oftedf devices, achieving the highest level of bandwiftir their

and includes description of devices, networks, iegg@ns and
their QoS requirements.
The description of devices includes the fistaviceselonging

respective applications while minimising packes)odelay, and
jiter, and avoiding bandwidth fluctuations whichaynaffect the
applications. Our solution for this process is desd below

to a particular user as well as thepability description of each (following the decision rules).

device. The device context also includes informatiout its

network interfaces (th@etworksthat are accessible from the  Rule 1 (initialisation of applications or device change). For

device), and thesoftware applicationghat may run on each application intialisation, invoke the Locality belsestwork selection
device. Software applications are grouped intoselgbased on process to determine the current device, currénbrieand its INP
their communication requirements (Application TiafClass network. In the event of device change, in additerform the
Requirements — ATCR). The classes are as foll@asventional vertical handover to new device (its INP netwotigrt invoke
Internet Services class (eg. web browsing, e-mBiByback Locality based Network selection process to deterainew INP
Streaming class (stored multimedia applications)d a network.

Conversational ~ Streaming class (real-time multimedi Rule 2 (moving out of current network coverage): If the user
applications). approaches the transition zone of the current miefigomoving out
The network context information includes potentigtwork QoS of the network coverage), perform vertical handdeethe INP
and thecoverageof the network. The latter is represented as a two



network. Apply Locality based Network selection q@ss to separation gap this user has chosen between wbjéctind 2).
determine a new INP network. Similarly, RV,3 which expresses relative ratio of video quality
Rule 3 (entering coverage of new networks): If the user enters (objective 2) and overall disturbances (objectiyeis3calculated

a transition zone of a new network appbcality basedNetwork based on a score of 5 for video quality and 3 foerall
selection procesto determine the network that can grant QoSisturbances, giving the ratio of 3/5=0.6. The dmnescore,
which is closest to the application QoS requirementf the RV,:=(1-0.6)x10=4 shows a fairly small gap between tthe
network score is higher than current network, perfeertical objectives. Matrix A is then normalized (equatign\Zhere the
handover and invokieocality basedNetwork selection process average valuesaf) of each row for objective is calculated
determine new INP network. (equation 3)
Rule 4 (network QoS changes): In the event of a network QoS
change, determine if QoS for the current networpréssed as w, =

aIl + a\Z + a|3 + a\4

(3)

the AHP score, see below) drops below the scorineofiINP
network. If yes perform vertical handover to thePIMetwork.
Invoke Locality basedNetwork selection process determine
new INP network.

Locality based network sdection process: Select a set of
networks for which the user can currently use (apping
coverage), and from this set select a subset wbriet for which
there are user devices within a proximity of theru®n this
subset of networks, perform th@oS based networkelection
processalgorithm to determine the INP network.

QoS based network sdection process. Selecting a network
which meets user QoS requirements, requires satjsfijhe
following four objectives:

Objective 1: Maximizing user device preferability.
Objective 2: Maximizing application bandwidth.
Objective 3: Minimizing jitter, delay, and loss.
Objective 4: Minimizing bandwidth fluctuations.

Since a number of objectives must be satisfied Athalytic

Hierarchy Process (AHR3] method is employed. The AHP is a

decision support tool which uses multi-level hiehial structure
of objectives and criteria. The AHP method was ehatue to its
ability to vary its weighting between each objextiwhich fits
well with our requirements that the decision makprgcess
applies user perceived QoS and the result of theegs is
different for every individual profile.

The AHP calculation is a three step process:

Step 1Calculate the objective weights from the objective

pairwise comparison matrix (equation 1) basedusar QoS
perceptibility and thepersonal settingcontext (through relative
values (RV)).
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to give the weights for each objectiver,(Ws,, Ws,Wy).

Step 2 -Calculate the network scoring with respect toheac
objective through the network pairwise comparisomtrix

(equation 4).
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The purpose of this step is to determine the irapo# of each
objective towards each corresponding network, enkkep 1
which concentrated on the importance of each ogettwards
the user. For each objective, a different scoriechrique is
applied to assist in efficient network scoring. Bbjective 3, a
QoS space is employed to determine in which redfe,QoS
parameters (jitter, delay, and loss) lie.

©)

Preferred
Region

Acceptable Network 1

Region

Network 2

Fig.2. QoS Space scoring criteria for objective 1

As shown in Fig.2, the effective QoS space is sépainto two
regions, which are the preferred region and theptable region,
with the optimum QoS being the origin vertex of gnaph. The
acceptable and the preferred regions are defingtlebipounded
limits for each parameter. The relative score ly apparent if
two QoS network parameters are in different regiaashown in
the diagram), where a score of 4.5 is allocatedh® less
preferable network. Objective 4 (equation 6) angeailve 2
(equation 7) rely on the relative ratio differencbgre the ratio is
then linearly scaled between 1-9 to obtain the escoiThe
autocorrelation of the bandwidth samples are useatktermine

criterion, where an elemen®; indicates how much more the degree of fluctuation for objective 4.

important objectivei is than objectivej [5]. This process
systematically applies weights on each objectilative to the

importance of other objectives. For example,Rkpresses the

relative ratio of user device preferability (objeetl) and video
quality (objective 2). Based on the context infation provided
in Fig.3, where a score of 1 is set for user depiegerability and
5 for video quality, the ratio is 1/5=0.2. Calcirgtthe linear

Autocorrel 30N o s

(6)

Re lative  ratio g, e = i
Autocorrel ation .,on 2

Network Bandwidth
Network Bandwidth

Network 1

Re Iatlve ratio Network Bandwidth =

@]
For device preferability (objective 1), the relatigcore is
calculated from the differences in priority andeddetween 1-9.

score, RY=(1-0.2) x 10 = 8 (a score of 8 shows a largEor example, to calculate the score value for a w® has



devices as described in Fig. 3 including PC ddiderity 1) and
Phone (priority 3), the difference in priority=2 darscaling
between 1-9 gives a score of 6 (again a fairlyelaygp between
the network preferability), which results in a pége matrix
shown in equation 5. This calculation is performfed all
objectives to determine the score for each netwsirkilarly to
step 1, after normalizing equation 5, the averageeg of each
row is calculated to obtain a score for each ndtwair the
corresponding objective&;, S,,.....$ (objective j, network i). In
this case Network; = 0.84 and Netwogk;,;;=0.16.

vertical handovers, and minimise delay and jitteris also

supported by the dynamic buffering mechanism wiiaffers

packets during the handover to avoid any packetesosnd
eliminate any jitters that are imposed on the pastkeams. The
detailed description of this mechanism and itsificetion is

presented in [4].

A prototype has been built which demonstrates oaérti
handover for a streaming JPEG RTP video applicatsimg the

PROTOTYPE AND EXPERIMENTS

Step 3Determine the sum of products of weights and ndtwoJava Media Framework (JMF). The proxies situateceash

score for each network obtained from step 1 aneb@ation 8),
and_select the network with the highest sum

S Siw))

Overall  score .o

(8)

For the AHP calculationStep 1 is performed only once,

whereasSteps 2and3 are performed every time ti@oS based
network selection proceissapplied.

2)The QoS mapping process. When a decision is made that
handover should be performed and to which netwdie QoS
mapping process is required to adapt the commioricstteam to
suit both the new networking environment and the device
capability (the latter only in the event of the idevxchange). Our
QoS Mapping process deals with the availabilitynefwork
resources (bandwidth) and if necessary it selectappropriate
stream conversion and filtration to suit bandwiatfailability in
the new network. Using context information abow thevice
input frame rate and network bandwidth, QoS mappingess
determines the degree of filtering required oncttramunication
stream. The filters are applied at the proxiesliggiin each of the
networks, which are described in the next sectidie QoS
mapping is extended if the user moves on to a GHREE
network, to incorporate the QoS profile contextssubed by the
user.

C. Network Proxies
The proxies residing in each network are used direet

network were built from the JMF components. Thenade
depicted for the prototype is shown in Fig. 3 istahd dynamic
context information) and Fig.4 (grid map). The istafontext
profile shows user devices and their ranking. Quayt of the
dynamic context profile is presented showing theect device,
current network and the INP network.

For this particular application, the objective vitg were
calculated from the user perceived QoS (step 1 ddd€ulation)
which resulted in the following values:y=0.445, w;;=0.05,

a]wobjgzo.l, and w,;;=0.445. According to these objective weights,

arge weights were applied to objective 1 & 4, daled by
objective 3 and lastly objective 2.

Location changes are illustrated in Fig.4, andréiselts of the
network QoS monitoring are presented in Fig. 79,8and 10
(bandwidth, delay, jitter, and loss respectivelija make the
solution scalable, notifications about users emgégaving
network coverage and about QoS changes are ddliterthe
Context Repository by the location/QoS monitoriggrds. The
Adaptability Manager evaluates these changes (lms&uliles 1-
4) to make a decision about vertical handovers.avevw for the
purpose of this prototype, to better illustrate taealuation
process, a continuos QoS based network selectisnused as
described below.

The grid map illustrates the transition zonester\WLAN and
Ethernet networks for the PC and Laptop. In thémado, the user
was using a laptop and was connected via Ethetrgbsition
(7,9). Based on this position and the current device INP
network is set to WLAN (Rule 1). According to Fig, the
average bandwidth availability on Ethernet netwars 494.3

communication streams between networks during cebrti KB/s, therefore the level of filtering for the stre was set to 0.1
handovers. The proxies receive notification of ested handover (level of filtering is between 0.1-0.9 for bandvwidbetween

operations from the Adaptability Manager. Since arghitecture
provides vertical handovers to GPRS/UMTS netw@ahsoxy is
also placed at the interface of the GPRS gatewdy (&s shown
in Fig.1).

The proxies provide QoS support during the handttweugh
two operations: doublecasting the stream duringidaers and
dynamic packet buffering. The doublecasting opemgterformed
by the proxy sends the stream to the mobile habtalso to the
new proxy the mobile host is migrating to. This ragien is
shown in Fig. 1. Initially the mobile host is contesl to Network
1. Packet stream is transmitted through the prokythe
Correspondent Host and streamed through the pfosgtavork 1
to the mobile host. When a vertical handover iggated, the
stream is also sent from the proxy of Network tht® proxy of
Network 2. As the mobile migrates to Network 2 iaekets are
continuously streamed to the mobile host throughntiw proxy.
During this operation, the stream is redirectedmfrdhe
Correspondent Host to Network 2. As soon as theented
packets arrive, the doublecasting operation is iteted. The
purpose of this operation is to eliminate packesds during

413KB/s to 1.3MB/s) to provide a JPEG RTP strednam
average of 413 KB/s as shown in Fig.5. Before tif3e the

bandwidth fluctuations on the Laptop-Ethernet vigbty higher

than for the WLAN network (where the highest oljectveight

is applied — objective 4), while at the same tim@nitored jitter,

delay, and loss showed a relatively linear declifiee calculated
score for the user current network and INP netenkation 8) is
shown in Fig. 6. The Network score graph showgdtation of

the scores compared to the current bandwidthr, jiielay and
loss.

At approximately time 12, the current network so@®ore —
0.413) dropped below the score of the INP netwsdorgé —
0.586), requiring the Adaptability Manager to perfca vertical
handover from Ethernet to WLAN on the same deviidg 4).
The proxy of Ethernet network performs a doubléugst
operation to the proxy of WLAN network, during whipackets
are redirected from the correspondent host to thé&NVproxy.
The time for vertical handover is determined by dingount of
time it takes for the packets of the new strearartive at the
mobile. The time for stream from Ethernet proxyréach the



mobile amounted t80ms while the vertical handover time for the Adaptability Manager performs the AHP calculatiGtule 3) to

new stream from the correspondent host to the eobds

determine if the new network can offer better reses with

approximately\80ms A QoS mapping operation was performed toespect to the user's perceived QoS. This is stiowg. 6, at
determine the new stream bit rate. According to/FFthe average time 22, where the current network is set to P&kt (score —

bit rate on WLAN network is 965KB/s. The Adaptatili
Manager therefore upgrades the filtering level.6or8sulting in a
higher quality stream of 777.67 KB/s, which carsben in Fig.5
as the average arrival rate increases.

Static Profile
*Device Preferability and Ranking
1. PC(Ethernet) - Input Bit Rate — 1MB/s
2. Laptop (Ethernet, WLAN)-Input Bit Rate —1MB/!
3. PC (Home) -Input Bit Rate — 1MB/s
4. GPRS/WAP Phone-Input Bit Rate — 150KB/s
*User Perceptibility Input
1. Current Application : ATCR 2: Slow moving, not
fine, documentary
User devices preferability - 1
Video Quality — 5
Fluctuation of video quality — 1
Overall Disturbance — 3

ArwhDD

Dynamic Profile
Current device — Laptop

Current Network — Ethernet; INP Network LXAN

Fig.3 Context scenario
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Fig.4. Grid map for prototype scenario

Immediately following vertical handover, a new IN&work is

calculated based on thecality based network selection process

and is set to Ethernet. However, at time 13 the mswes away
from the Ethernet access point and the INP netwbanges to
GPRS. This change of INP is evident from the gmpime 13,
where a large variation gap is shown between théAM/and

GPRS network. This gap is due mainly to QoS cheniatits of
the GPRS network which shows the average delasy, dosl jitter
being relatively high compared to WLAN and at thene time a
lower bandwidth availability from the GPRS network.

The user changes location at time 16 and moveg #ienpath
shown in the grid map. At location (5,7) a notifica arrives that
the user entered the transition zone of the newanlet At this
location, the user enters a new network zone witbva device,
which

0.53) and the INP network is set to Laptop-WLAN(sc- 0.375)
with the network score favoring the PC Etherneg. Fishows the
bandwidth of the Ethernet network to be reasonelblse to the
WLAN, and therefore the communication stream da¢sequire

any further adaptation. The vertical handover timeaveen the
Laptop-WLAN to PC-Ethernet was negligent, due toftict that
doublecasting is performed to the two devices dutie vertical
handover, before the Adaptability Manager termstte stream
to Laptop-WLAN. Therefore, the user will receive tstreaming
on bhoth devices for a small period of time, betbeeAdaptability
Manager terminates the communication stream tolL#mop-

WLAN.

Packet Arrival Rate
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is a PC connected to the Ethernet networke Th



M onitored Network Delay
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V.

We have presented in this paper a context-awarkcarer
handover that is built for future pervasive envingmts. It can be
used as one of adaptation methods to context changsuch
environments. The proposed vertical handover ggseediove the
transport layer and its architecture includes ésstmepository for
gathering context and monitoring context changesntext
changes are then evaluated by the Adaptability NeEmaro
provide the required functionality, the AdaptapiliManager
employs two processes: the Vertical Handover DetiBirocess
and the QoS Mapping Process. The Vertical Handoeeision
Process applies rules when evaluating notificatidooait location
and QoS changes. The AHP algorithm is used totseleetwork

CONCLUSION

which provides the closest match with applicatioroSQ
requirements. AHP utilises the user perceived Q@o$rdinary
users are not able to express communication Qaestents in
terms of network indices. The QoS mapping proedspts the
communication stream to the new network and/or céevi

necessary.

A prototype handover architecture has been deweldpe
JPEG RTP video transmission. Experimental resultshe
evaluation of context changes and the AHP calocaldb select a
new network have been presented. The AHP calaulatiows
the varying network scores for network evaluati@ss time
changes. The vertical handover times are shorttawapplied
doublecasting between proxies of the old and arretwork. The
proposed vertical handover mechanism is currengéyngo
integrated with our infrastructure for pervasivenpaiting [6,7].
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